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We need to know what is being said on the web
= understand web pages.

@ Images,
@ Links to other pages,
o Texts

Understand text = being able to represent documents in a
semantic space.
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Problem: text comes in different languages
We want to build a system that can compute similarity between

texts:
@ in different languages
@ only based on semantics
= We need a multilingual text embedding.
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Two main problems are presented today:

© How can we represent words and sentences using raw natural

monolingual text ?
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movie'

Figure: Monolingual embedding
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© How can we align multiple embedding spaces and project them
into a unique multilingual semantic space ?

[0.32,1.37, ..., -1.42]
[-0.56, 1.09, ..., -0.13]
[0.44, -1.65, ..., 0.86]

‘cat’
‘dog’
‘telephone’

‘computer’ [1.36,0.23, ..., 0.75]
‘cat’ = [0.2,-1.72, ..., 0.24]

‘dog’ [-0.63, -0.98,

[ ‘telephone’ [-1.94, 0.60,
E— ‘computer’ = [0.32,0.79, ...

)

‘chat’ [0.23,-1.75, ...

— I— ‘chien’ [-0.60, -0.96,

‘téléphone’ [-1.96, 0.62,
‘ordinateur’ = [0.29, 0.76, ...

‘chat’ [1.46,-0.24, ..
‘chien’

'téléphone’
‘ordinateur'

Figure: Multilingual embedding



Introduction Monolingual embeddings Alignments

Applications and Results
ooooe 00 O

How can we get a multilingual text embedding from
@ a lot of raw unlabelled text,

@ and a few aligned data 7

[FRT ] D

A few aligned data

Raw french text Raw english text

Figure: Textual data
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Create as many monolingual embeddings as the number of
languages.

How can we represent words and sentences in a semantic space ?
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Word2Vec [Mikolov et al., 2013]

Word embeddings
@ compact representation
@ learnt from raw natural text
@ close vectors = similar words
@ linearize semantic relations
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Word2Vec [Mikolov et al., 2013] - Skip-gram

Input projection  output

w(t-2)

Given a word, we try to predict
which words are nearby "
wt) —— /
’
exp (sz vw,) \

p(wolw) = ,
2 w=16xP (Vi Vi)

w(t+1)

w(t+2)

Figure: Skip-gram architecture

@ The parameters of the model are the embeddings themselves
@ Model trained with SGD

o Negative sampling for large vocabularies.
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Sentence embeddings

How do we go from word embeddings to sentence embeddings 7
First solution: bag-of-word2vec

S = [wi, ..., wp]

vec (S) = Z word?2vec (w;)
i=1
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Skip-thought vectors [Kiros et al., 2015]

Directly learn a sentence embedding
@ learn how to compose word embeddings to get a
task-independant sentence embedding,
@ Applies the Skip-Gram idea to the sentence level: given a
sentence, we try to generate the previous and the next
sentence

@ Uses a list of consecutive sentences
@ One GRU-encoder and two GRU-decoders
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FastSent [Hill et al., 2016]

Simplified version of Skip-thought vectors
@ Learns source u,, and target v,, embeddings

@ Encoder: s; = ZWES,- Uy

> O(si,vw)

weSi_1USiv1

Maximize

where ® is a softmax over the vocabulary
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Conclusion

Now we can:

@ represent words
@ represent sentences

e sum of Word2Vecs
e Skip-thought vectors
e FastSent

@ our current sentence embedding is based upon a sum of
disambiguated Word2Vecs

@ we are currently switching to FastSent
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Up to now, we have one embedding model per language.
We want to find projections from monolingual spaces to a

multilingual space.
To do so, we need:

@ aligned multi-lingual data

@ an alignment model
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Alignment Data

European Languages

From Europarl (dataset of aligned sentences) to aligned words with
GIZA++ ([Koehn et al., 2007])

o . n subprogrammes |11 programmes ||| @.724452
démissions o . o .m eczema |11 eczéma |11 1
des L ™ curricula |1l programmes ||| ©.663559
3 L . .. propolis |1l propolis [l 1
immanquablement R . vaidere |1| vaidere |11 0.791188
ménent . . m g witnesses |11 violation |l 1
contre-performances P ..m violation ||| violation Il 1
les . . . geografica |11 geografica |11 1
Que R programs ||| programmes ||| ©.830379
faut . LI . reemphasised || réaffirmée |11 1
' matador |11 matador 111 1
/ / \\\ edgardo |11 edgardo |11 1
Consistent B g‘rm\ea (ismissal raucous |11 bruyante |11 1
performance creativity || créativité |11 0.927491

Other Languages

Most common english words translated into Chinese, Russian,
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Canonical Correlation Analysis

CCA:
@ proposed in [Hotelling, 1936]

o very well explained in [Hardoon et al., 2004]

Problem

Given two matrices X € R"*% and Y € R"™*% representing the

observed values x and y of paired centered multivariate random

variables,

we seek for two projections W € R%*P and V € R%*P such as
o Vie[l,pl,< W.;,x > and < V.j,y > are highly correlated

o the dimensions in the target space are uncorrelated
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Canonical Correlation Analysis

Let

ny — X/Y S Rddey
T = X' X € RO
Y, =YY RV
We find these projections by solving:
WL oW =1
maxTr(WE,, V)  scd V'S, V=]
wv WS, Vs(1—1)=0

= yields a close form
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Canonical Correlation Analysis

To go further on CCA:
@ Kernel CCA [Hardoon et al., 2004]
@ Deep CCA [Andrew et al., 2013]

In practice, CCA doesn't scale for large alignment datasets:
@ Need to go through the whole dataset to compute X

o Kernel version requires storing / inverting Graam matrices
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Correlational Network [Chandar et al., 2015]

CCA + Auto Encoder => Correlational Network

L o> | [ » ]
w’ v
X | | Y

Figure: Correlational Network Architecture

The loss function of Correlational Network is the sum of:
@ correlation of projections in the common subspace
o self-reconstruction terms

@ cross-reconstruction terms
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Correlational Network [Chandar et al., 2015]

L > | [ » ]
w’ v
W v
X | | Y

Figure: Correlational Network Architecture

N
Tz(0) =Y L((xi, yi), g(h((xi, 1)) + L((xi, yi), £(h(x)))
i—1

+ L((xi, yi), 8(h(y1))) — Acorr (h(X), h(Y))

SN, <h(x)—h(X) | h(y:)—h(Y)>
VR (h)=h(X0) T (hlyi)—H(Y))?

corr(h(X),h(Y)) =



Alignments
°

Hyperparameters

Hyperparameters

)\ of the correlation term

mini-batch size

regularization

size hidden layer

activation function: tanh

add terms in the loss function

tied or not

contrastive term
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Deep Correlational Network

step-1 step-2 step-3

Figure: Deep Correlational Network Architecture

Training Procedure: similar to greedy layerwise pretraining of deep
autoencoders
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Bridge Correlational Network [Rajendran et al., 2015]

’ e

=

Figure: Bridge Correlational Network Architecture

@ one pivot language

e multiple languages
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Applications and Results

[ Ie]
English French Deutsch Spanish Greek Chinese
machine learning:1.0 81 eTuoTAuM UoAOYLoTGOV:0.78 Bk :0.76
pattern recognition :0.89 0 9 d 5 9 10.75 B 0.75
algorithms:0.87 algorithmes:0.79 75 79 GuvBUaoTIKH:0.75 H00.73
data mining:0.87 delisation:0.79 0.75 redes neuronales:0.76 okyopiByov:0.74 1£:0.73
natural language processing :0.86 heuristiques:0.78 numerische 5 | aprendizaje 4 6 0.74 HAAE:0.71
Arab Russian Tralian Portuguese Esperanto
e, 345°0.78 anroputmos:0.81 komputiko :0.74
286078 :0.79 9 0 3
G-l :0.78 moaenuposanusi:0.78 algoritmi:0.77 algoritmos:0.78 komputiko:0.72
G-l 074 BMCAeHNiA:0.77 statistica:0.77 otimizagi0:0.76 algoritmoj:0.71
3 3-hi0.74 0.77 6

linguagens de programacao :0.76

analitiko:0.71
The top 5 closest words to 'machine learning’ in cosine similarity
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T-SNE

T-SNE of Multilingual Word Embeddings

3 T
«c. en
v fr
2| sau zh |
» el
<. ko
1t ==a de (]
«*. €S
pt
of oo it |
<<« ru
¢ teoar
—1t +*s eol]
—2r VEDBE « . science ||
sport
«*« fashion
-3 . . L . n
-3 -2 -1 0 1 2 3

u]
&)
I
i
it




Applications and Results
®00000000

English Word Similarity Evaluation

stupid 5. country 5.63
forest 7. summer 3.94

cash . dawn 7.53
queen . country citizen 7.31
rook . planet people 5.75

Figure: Wordsim353 similarity and relatedness

English Model WS-Similarity | WS-Relatedness | WS
Our SGNS! Model in the English space 0.742 0.621 0.67
Our SGNS! Model in the multilingual space 0.765 0.627 0.685
SGNS? 0.737%-0.798% | 0.5922-0.7003
Glove 0.6512-0.7463 | 0.5412-0.6433
Swivel 0.7482 0.6162

Spearman’s p correlation on English Word Similarity tasks

1Skip Gram Negative Sampling
2According to [Shazeer et al., 2016]
3 According to [Levy et al., 2015]
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Other Languages’ Word Similarity Evaluation

intelligent stupide 5.81 RN BEM 5.81
bois forét 7.73

argent monnaie 9.15
roi reine 8.58
roi tour 5.92

Figure: French and Chinese Wordsim

Lang | WS | Lang | WS
en | 0.685| fr | 0.594
de 0.603 eo | 0.584
ru 0.617 es | 0.597
pt 0.587 ko | 0.573
it 0.596 | zh | 0.563
el 0.562 | ar | 0.566

Spearman’s p correlation on Word Similarity task for different

languages




Bilingual Word Similarity Evaluation

smart stupide 5.81
intelligent stupid 5.81

king reine 8.58
roi queen 8.58

Figure: English-French and Chinese-French Wordsim

BSAAFY stupide 5.81
intelligent % 5.81
BABMRK reine 8.58

roi X 8.58

Langs | WS | Langs | WS

en/fr | 0.613 | fr/fr | 0.594
de/fr | 0.554 | eo/fr | 0.526
ru/fr | 0.561 | es/fr | 0.578
pt/fr | 0.542 | ko/fr | 0.524
it/fr | 0.574 | zh/fr | 0.513
el/fr | 0.524 | ar/fr | 0.518
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00®000000

Spearman’s p Correlation on Bilingual Word Similarity task for

different languages with French
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Sentence Similarity Evaluation: SICK

SICK(Sentences Involving Compositional Knowledge) dataset

@ "A group of children is playing in the house and there is no
man standing in the background"

@ "A group of kids is playing in a yard and an old man is
standing in the background"

o similarity=3.2

Model Sick

Our English Model | 0.59
Skip-thought 0.571
FastSent 0.611
Spearman’s p correlation on Sentence Similarity task

! According to [Hill et al., 2016]
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Sentence Multilingual Application

@ Transfer Learning

e Cross Language Topic Classification
o Cross Language Moderation

@ Multilingual Information Retrieval

@ Named Entity Recognition: detection of persons, brands,
topics, ...

o Multilingual Disambiguation



Introduction Monolingual embeddings Alignments Applications and Results
00000 0000000 0000000000 00000008000

Multilingual Search Engine

[ Diesel (fragrance)]

Jnstagram
e . o2w VI]IJVZ
°
-

. EHEKRABREXS

replies v

bernard @bernard

Vin Diesel new movie. W sl @Y Uss Jsws S slas
Fuel for Life 'Eau
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Conclusion

Summary

We are able to represent in a unique semantic space:
@ words and sentences
@ in multiple languages (12 up to now)

=> understanding of texts from the web

Ongoing Works
@ Character-aware embeddings

@ Add images in our multimodal space

A\
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