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Goal: multicolor regression > 2 New two-stage architecture and training procedure
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Qualitative results >3 Evaluation in regression
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