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Simplicity Bias and Domain Shifts

Invariance Paradigm State-of-the-art Performances on DomainBed Benchmark (at almost no computational overhead)

Assumption: the causal mechanism is 
invariant across the various training domains .

How to enforce invariance across domains?

• In features extracted by the encoder 
𝑓! 𝑥 . Ex: CORAL(AAAI16), DANN(JMLR16).

• In predictors with invariant risks 
𝑙 𝑓" 𝑥 , 𝑦 . Ex: IRM, V-Rex(ICML21).

• In gradients of the loss w.r.t. the weights of 
the network ∇"𝑙 𝑓" 𝑥 , 𝑦 . Ex: Fish(ICLR22).
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DNNs learn simple/biased shortcuts rather 
than complex/stable features.
Ex: to detect Covid, DNNs analyze body/shoulder positions 
rather than lung fields.

Theoretical analysis

Gradient variances as a proxy to match:
• risks: ℛ# 𝜃 = ∑$𝑙 𝑓" 𝑥#$ , 𝑦#$ /𝑛#,
• Hessians: ℋ# 𝜃 = ∑$∇"% 𝑙 𝑓" 𝑥#$ , 𝑦#$ /𝑛#

(proof via the Fisher Information Matrix).
We prove Fishr reduces domain inconsistencies:

ℐ& 𝐴, 𝐵 = 𝑚𝑎𝑥"∈(!,#∗% 𝑅) 𝜃 − 𝑅* 𝜃∗

in a 𝜀 neighbourhood 𝑁*,"∗
& around weights 𝜃∗.
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𝜆 controls the strength of our regularization matching the variance 
of gradients 𝐺, = ∇-𝑙 (𝑓- 𝑥," , 𝑦,") "./

0! across domains 𝑒 ∈ {𝐴, 𝐵}.

⟹ lack of robustness, failures under shifts.
Main challenge: we want to detect causation 
rather than correlation.

Fishr: Invariant Gradient Variances … and also invariant risks and Hessians3


