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PEY Towards cheaper ensembling > 2 Learning different subnetworks for ensembling by mixing multiple inputs
- N Mi*XI\i?.I ety | X Network Vv
<" A MixMo keeps computational costs fixed by finding
S m S Co do, X subnetworks within a large base network :
ol I\tlixMo — 1. 2 encoders embed 2 pictures (e.qg., a cat and a dog )
g 7 - Mixing {7 into a shared feature space, where they are mixed.
©{é o, [P d_ X 2. A core network processes the mixed representation.
Number of networks in ensembling (#params) 1 3. 2 classifiers each predict the label of one input (e.qg.,
@, the label cat and the label dog).
Sum Mixing (MIMO: 83.06 %) ~ Patch Mixing (Our Cut-MixMo: 85.40 %)
>3 Masking improves MixMo mixing
ﬁ +ﬁ“ _,ﬁ or ﬁ . +ﬁxn . ﬁ At inference, we consider two copies of the same input
Our mixing block can use many methods: and ensemble the two predictions like MIMO [1].
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-1l Leveraging over-parametrization in wide networks yields state-of-the-art performances
100 A *\\ |
Approach Params WRN-28-10 ResNet-18-3 S c
. A - CIFAR100 CIFAR10 TinylmageNet %, ' ~ o % =
- - 38 Vanilla 1.0 81.63 96.34 65.78 TR erile )| B ~ vania
- . ‘ . 3 "= <
7 | CutMix 1.0 84.05 97.23 08.95 o |
Deep Ens. 2.0 83.17 96.67 08.38 N B N S 2 T N S
Width w in WRN-28-w Width w in WRN-28-w
MIMO 1.002 83.00 96.74 08.48
Cut-MixMo 1.002 85.40 97 .51 70.24 While wide over-parametrized models often fail to use all their filters,
Binary masking methods (e.g. CutMix [2]) MixMo models fully leverage theirs to obtain state of the art results.
perform better in our mixing block I—
than linear interpolations (e.g. MixUp). | o o | o | o |
[1] MIMO: Havasi et al. Training independent subnetworks for robust prediction. ICLR 2021 [2] CutMix: Yun et al. Regularization strategy to train strong classifiers with localizable features. CVPR 2019.




