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Towards cheaper ensembling Learning different subnetworks for ensembling by mixing multiple inputs

Masking improves MixMo mixing

Leveraging over-parametrization in wide networks yields state-of-the-art performances

MixMo keeps computational costs fixed by finding 
subnetworks within a large base network :
1. 2 encoders embed 2 pictures (e.g., a cat and a dog ) 

into a shared feature space, where they are mixed.
2. A core network processes the mixed representation.
3. 2 classifiers each predict the label of one input (e.g., 

the label cat and the label dog ).

At inference, we consider two copies of the same input 
and ensemble the two predictions like MIMO [1].

While wide over-parametrized models often fail to use all their filters, 
MixMo models fully leverage theirs to obtain state of the art results.Binary masking methods (e.g. CutMix [2]) 

perform better in our mixing block 
than linear interpolations (e.g. MixUp).
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Our mixing block can use many methods:
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