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Artifical intelligence revolution

AlphaGo

Board games

Stable 
diffusion

Image generation

ChatGPT

Conversational agent

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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This is a cow

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

What is a 
cow? An animal

Draw me a 
cow

Input Deep 
model

Output

Deep learning
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This is a cow

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

What is a 
cow? An animal

Draw me a 
cow

Input Output

Ensembling in deep learning

Ensemble
of deep
models

...
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Train 
data

Predictions

1. Training 
the 

weights 𝜃

Test 
data

Class Proba

Cow 0.80

Camel 0.19

Bear 0.01

2. Inference

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Train and test in deep learning
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Out-of-distribution generalization

Generalization under 
distribution shift, for 

adaptation to new domains.

Robustness required for 
responsible and fair usage in 

most applications.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Challenge Importance

(cancer detection, with different hospitals in train and test)

Distribution shift:
𝑃!"#$% 𝑋, Y ≠ 𝑃!&'! 𝑋, Y



Fishr: Invariant Gradient Variances for Out-of-distribution Generalization.
Alexandre Ramé, Corentin Dancette, Matthieu Cord. ICML 2022.
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Two different kinds of distribution shifts

Correlation shift:
𝑃!"#$% 𝑌|𝑋 ≠ 𝑃!&'! 𝑌|𝑋

Covariate shift:
𝑃!"#$% 𝑋 ≠ 𝑃!&'! 𝑋

To tackle correlation shift, please see Fishr and 
the invariance literature.

✗
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

📖

Distribution shift:
𝑃!"#$% 𝑋, Y ≠ 𝑃!&'! 𝑋, Y
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Standard strategy: fine-tuning from foundation model

[Bommasani2021] On the opportunities and risks of foundation models.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Fine-tuningPre-training

Foundation 
model

General-purpose datasets

Multimodality

Downstream tasks

New skills

AdaptationTraining
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Fine-tuning and distribution shifts are everywhere

[Ouyang2022] Training language models to follow instructions with human feedback. NeurIPS.

ChatGPT requires succesive fine-tunings

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Fine-tunings come with out-of-distribution challenges,
even in ChatGPT.

GPT SFT

2. Supervised 
training: instruction

fine-tuning

Random 
network

1. Unsupervised 
pre-training: next 
token prediction

ChatGPT

3. Reinforcement 
learning: from 

human feedback
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How to best 
fine-tune 
foundation 
models ?

The DomainBed benchmark 
compares different approaches.

⟹	standard empirical risk 
minimization remains the best,

until …

[Gulrajani2021] In Search of Lost Domain Generalization. ICLR.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Plan

Part I. 
DiWA

Diverse weight averaging for 
out-of-distribution 

generalization.

Part II. 
Ratatouille

Recycling diverse models for 
out-of-distribution 

generalization.

Part III. 
Rewarded 

soups

Towards Pareto-optimal 
alignment by interpolating 

weights fine-tuned on diverse 
rewards.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Part I. DiWA

Part I. 
DiWA

Diverse weight averaging for 
out-of-distribution 

generalization.

Part II. 
Ratatouille

Recycling diverse models for 
out-of-distribution 

generalization.

Towards Pareto-optimal 
alignment by interpolating 

weights fine-tuned on diverse 
rewards.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

DiWA: diverse weight averaging for out-of-distribution generalization.
Alexandre Ramé, Matthieu Kirchmeyer, Thibaud Rahier, Alain Rakotomamonjy, Patrick Gallinari, Matthieu Cord. NeurIPS 2022.📖

Part III. 
Rewarded 

soups
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Weight 
averaging

[Frankle2020] Linear mode connectivity and the lottery ticket hypothesis. ICML.

Two weights 𝜃! and 𝜃" are linearly 
mode connected = their weight
average perform well (despite the non-
linearities).

𝜃& 𝜃'

𝜃( = (1 − 𝜆) ( 𝜃&+𝜆 ( 𝜃'

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Weight averaging = simple & efficient ensembling 
method to combine various models.
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Weight averaging 
along a training 
trajectory

[Izmailov2018] Averaging Weights Leads to Wider Optima and Better Generalization. UAI.

Moving average [Izmailov2018]: 
checkpoints collected along a training 
trajectory remain linearly connected.

𝜃& …
𝜃)

Training 
part M

Training 
part 1

𝜃*

𝜃+, =
1
𝑀
,
-.&

)

𝜃-

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Weight averaging 
from multiple 
trajectories

[Neyshabur2020] What is being transferred in transfer learning? NeurIPS.

When fine-tuned from a shared pre-
trained model, weights remain linearly 
connected.

𝜃/01230456
𝜃+, =

1
𝑀
,
-.&

)

𝜃-𝜃&

𝜃)

Fine-tuning 1

Fine-tuning 𝑀

…

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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DiWA recipe

From a shared pre-trained network:
1. Launch multiple runs with different hyperparameters (like a grid search).
2. Weight average all fine-tuned models (rather than selecting the best one).

Averaged 
weights

Pre-trained 
weights

Weights 2

Weights …

1. Fine-tunings 2. Weight
averagingWeights 1

Weights 𝑀

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

DiWA: diverse weight averaging for out-of-distribution generalization.
Alexandre Ramé, Matthieu Kirchmeyer, Thibaud Rahier, Alain Rakotomamonjy, Patrick Gallinari, Matthieu Cord. NeurIPS 2022.

[Wortsman2022] Model soups: averaging weights of multiple fine-tuned models improves accuracy. ICML.

📖
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New state of the art on DomainBed

Algo VLCS PACS OfficeH TerraInc DNet Average

ERM 77.5 85.5 66.5 46.1 40.9 63.3

MA 78.2 87.5 70.6 50.3 46.9 66.5

DiWA 78.4 88.7 72.1 51.4 47.4 67.6

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

DiWA improves in-distribution generalization (state of the art on ImageNet),
but gains are even more spectacular out-of-distribution.

DiWA: diverse weight averaging for out-of-distribution generalization.
Alexandre Ramé, Matthieu Kirchmeyer, Thibaud Rahier, Alain Rakotomamonjy, Patrick Gallinari, Matthieu Cord. NeurIPS 2022.📖



Name Weight averaging Prediction averaging (traditional ensembling)

What

Inference 
cost 1 single forward 2 forwards

Constraint Weights linearly mode connected
for a given architecture No constraint
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Weight averaging approximates prediction averaging
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

Model 1

Model 2

Predictions 1 
𝑦!

Predictions 2 
𝑦"

Averaged 
predictions
𝑦! + 𝑦" /2

1. Inference 
with model 1

2. Inference 
with model 2

Model 1 with 
weights 𝜃!

Model 2 with 
weights 𝜃"

Predictions

Inference with 
averaged model

Averaged 
weights
𝜃! + 𝜃" /2

More precisely, weight averaging approximates 
prediction averaging when 𝜃( − 𝜃)  is small.
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Efficient ensembling as a longstanding challenge
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

MixMo: Mixing Multiple Inputs for Multiple Outputs via Deep Subnetworks.
Alexandre Ramé, Rémy Sun, Matthieu Cord. ICCV 2021.

Remark: weight averaging is much simpler than other cheap 
ensembling methods, such as my first attempt MixMo.

Conv 1

Conv 2

Predictions 1
for input 1

Predictions 2
for input 2

Input 1

Input 2

Shared 

backbone

Classifier 
2

Classifier 
1

Multi-input multi-output approaches
do not scale well and require training from scratch.

✗
📖
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Diversity across averaged models improves results

Error decomposition when averaging 𝑀 weights:

𝔼𝑒𝑟𝑟*(𝜃+,) ≈ 𝑏𝑖𝑎𝑠 +
1
𝑀𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 +

M− 1
𝑀 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒,

where 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 is low when models are diverse.

Thus, when models are fine-tuned independently
⇒ models are more functionally diverse,
⇒ 𝑐𝑜𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 is smaller,
⇒ 𝔼𝑒𝑟𝑟*(𝜃-./0) is smaller than 𝔼𝑒𝑟𝑟*(𝜃123.45035),
⇒ DiWA beats moving average.

WA accuracy gain correlated with models‘ diversity.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

DiWA: diverse weight averaging for out-of-distribution generalization.
Alexandre Ramé, Matthieu Kirchmeyer, Thibaud Rahier, Alain Rakotomamonjy, Patrick Gallinari, Matthieu Cord. NeurIPS 2022.📖
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Variance dominates under diversity shifts
We prove that, in the Neural Tangent Kernel regime:

𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒 ∝ Distance 𝑋!"#$%, 𝑋!&'!

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Variance is the key issue in OOD. Networks are less constrained away from training samples.

DiWA: diverse weight averaging for out-of-distribution generalization.
Alexandre Ramé, Matthieu Kirchmeyer, Thibaud Rahier, Alain Rakotomamonjy, Patrick Gallinari, Matthieu Cord. NeurIPS 2022.

Explains why variance reduction methods
(e.g., ensembling and weight averaging) are so useful in OOD.

📖
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The 3 criteria for successful weight averaging

Individual 
accuracies

The weights should be 
individually accurate.

Diversity

The predictions should be 
sufficiently diverse.

Linear 
connectivity

The weights should remain 
linearly connected.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

𝜃& 𝜃'
𝜃& ≠ 𝜃'

𝜃7 already 
good when 

alone
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The 3 sources of diversity in DiWA

Data

• Batch orders.

• Data augmentation.

• Bagging and subsampling.

Random 
factors

• Dropout.

• Learning stochasticity.

Hyper-
parameters

Sampled from a mild range.

• learning rate.

• weight decay.

• etc.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Explicit diversity ?

Limitation

Complex implementation 
because individual 

accuracies are reduced 
when increasing diversity 
with large regularization 

coefficient.

Idea

Regularization to increase 
diversity explicitly during 

training.

For example, the DICE 
information bottleneck 

regularization:
𝐷𝐼𝐶𝐸 = 𝐼 𝑓6! 𝑋 , 𝑓6" 𝑋 |𝑌

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

DICE: Diversity in Deep Ensembles via Conditional Redundancy Adversarial Estimation.
Alexandre Ramé and Matthieu Cord. ICLR 2021.📖
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Diversity in initialization?

Problem

Weights with different 
initializations are not linearly 

connected.

First 
strategy

Permutation to align weights 
[Ainsworth2023].

⇒ poor results empirically.

Idea

Different initializations to 
increase diversity.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

[Ainsworth2023] Git Re-Basin: Merging Models modulo Permutation Symmetries. ICLR.
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Part II. Ratatouille

Part I. 
DiWA

Diverse weight averaging for 
out-of-distribution 

generalization.

Part II. 
Ratatouille

Recycling diverse models for 
out-of-distribution 

generalization.

Model ratatouille: recycling diverse models for out-of-distribution generalization.
Alexandre Ramé, Kartik Ahuja, Jianyu Zhang, Matthieu Cord, Léon Bottou and David Lopez-Paz. ICML 2023.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

📖

Towards Pareto-optimal 
alignment by interpolating 

weights fine-tuned on diverse 
rewards.

Part III. 
Rewarded 

soups
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Era of open-source datasets and weights

Key idea: recycle these weights as initializations 
for the target task.

huggingface.co/models/resnet-50huggingface.co/datasets

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

https://huggingface.co/models?sort=downloads&search=resnet-50
https://huggingface.co/datasets
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Ratatouille recipe

From a shared pre-trained network:
1. Recycle multiple fine-tunings on auxiliary tasks.
2. Launch multiple fine-tunings on the target task with different initializations.
3. Average all the fine-tuned weights.

Pre-trained 
weights

3. Weight
averaging

1. (Recycled) Fine-tunings 
on auxiliary tasks

2. Fine-tunings on 
target task

Model ratatouille

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Model ratatouille: recycling diverse models for out-of-distribution generalization.
Alexandre Ramé, Kartik Ahuja, Jianyu Zhang, Matthieu Cord, Léon Bottou and David Lopez-Paz. ICML 2023.📖
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Does Ratatouille meet the 3 criteria for weight averaging ?

Yes, the weights remain 
linearly connected when 

auxiliary tasks are sufficiently 
similar.

𝜃/01230456

𝜃&489

𝜃'489

𝜃&

𝜃'
𝜃( = (1 − 𝜆) ( 𝜃&+𝜆 ( 𝜃'

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Linear 
connectivity
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Does Ratatouille meet the 3 criteria for weight averaging ?

Individual 
accuracies

Yes, when the auxiliary tasks 
learn rich features, that help 

for the target task.

Diversity

Yes !! huge gain in diversity 
caused by different 

initializations.

Linear 
connectivity

Yes, the weights remain 
linearly connected when 

auxiliary tasks are sufficiently 
similar.

𝜃#$%&'$()*

𝜃+(,-

𝜃.(,-

𝜃+

𝜃.

[Phang2018] Sentence encoders on stilts: 
Supplementary training on intermediate 

labeleddata tasks.

[Choshen2022] Where to start? analyzing the 
potential value of intermediate models.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Inter-trainings on different auxiliary tasks increase diversity

Diversity

Yes !! huge gain in diversity 
caused by different 

initializations.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

0.3 0.4 0.5 0.6 0.7 0.8 0.9

Prediction diversity

0

1

2

3

4

5

6

7

Fr
eq

ue
nc

y
(%

)
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New (improved) state of the art on DomainBed

Algo VLCS PACS OfficeH TerraInc DNet Average

ERM 77.5 85.5 66.5 46.1 40.9 63.3

MA 78.2 87.5 70.6 50.3 46.9 66.5

DiWA 78.4 88.7 72.1 51.4 47.4 67.6

Ratatouille 78.5 89.5 73.1 51.8 47.5 68.1

• No training overhead (if auxiliary weights are recycled).
• Auxiliary datasets: those from DomainBed.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Part III. Rewarded soups

Part I. 
DiWA

Diverse weight averaging for 
out-of-distribution 

generalization.

Part II. 
Ratatouille

Recycling diverse models for 
out-of-distribution 

generalization.

Part III. 
Rewarded 

soups

Towards Pareto-optimal 
alignment by interpolating 

weights fine-tuned on diverse 
rewards.

Rewarded soups: towards Pareto-optimal alignment by interpolating weights fine-tuned on diverse rewards.
Alexandre Ramé, Guillaume Couairon, Corentin Dancette, Jean-Baptiste Gaya, Mustafa Shukor, Laure Soulier, Matthieu Cord. NeurIPS 2023.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

📖
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[Ouyang2022] Training language models to follow instructions with human feedback. NeurIPS.

Training strategy for large language models

GPT SFT

2. Supervised 
training: instruction

fine-tuning

Random 
network

1. Unsupervised 
pre-training: next 
token prediction

ChatGPT

3. Reinforcement 
learning: optimize 

reward

Why RL:
• Evaluates the sentence rather than tokens independently.
• Does not require supervised samples, but instead a reward.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

𝑅
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[Ouyang2022] Training language models to follow instructions with human feedback. NeurIPS.

The risk of reward misspecification 

GPT SFTRandom 
network ChatGPT

Problem: the true reward is not available.
Solution: proxy reward.
Challenge: designing reliable proxy rewards is hard.
Risk: reward misspecification.

𝑅

Proxy 
reward

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

2. Supervised 
training: instruction

fine-tuning

1. Unsupervised 
pre-training: next 
token prediction

3. Reinforcement 
learning: optimize 

proxy reward
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Image from https://huggingface.co/blog/rlhf.

Reinforcement learning from human feedback (RLHF)
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

Proxy reward 
model
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Diversity of opinions

Consistency issue: only ≈ 65% agreement across labellers.

Humans have diverse opinions (politics, aesthetics, etc) and different expectations from 
machines (helpfulness vs. harmlessness).

Diversity of opinions⇒	which one should we optimize for?

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Embrace the diversity of human opinions

From a single-policy towards a multi-policy paradigm:

“Human aligned artificial intelligence is a multi-objective problem” [Vamplew2018].

Introduction DiWA Ratatouille Rewarded 
soups Conclusion



Rewarded soups: towards Pareto-optimal alignment by interpolating weights fine-tuned on diverse rewards.
Alexandre Ramé, Guillaume Couairon, Corentin Dancette, Jean-Baptiste Gaya, Mustafa Shukor, Laure Soulier, Matthieu Cord. NeurIPS 2023.

39

Rewarded soups recipe

1. From a shared pre-trained foundation model,
2. Fine-tuned to follow instructions,
3. Launch one RL fine-tuning for each proxy reward, each representing an opinion,
4. Interpolate the weights specialized on diverse rewards,
5. Reveal the front of solutions (and select one interpolating coefficient).

GPT SFT

2. Instruction
fine-tuning

Random 
network

1. Pre-training
3. RLHFs with 

diverse 
rewards

Rewarded 
soups

$
(

𝜆( & 𝜃(

𝜃)

𝜃*

4. 𝜆-weight
interpolation

𝜃+

5.The 𝜆( ( 
according to 

users’ 
preferences.

𝑅)

𝑅*

𝑅+

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

📖
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Summarization: completeness vs. faithfulness

[Touvron2023] LLaMA: Open and efficient foundation language models.
[Taori2023] Stanford Alpaca: An instruction-following LLaMA model.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

LLaMA Alpaca
𝜃) + 𝜃*

2

𝜃)

𝜃*

𝑅): completeness

𝑅*: faithfulness

Hillary Clinton email controversy



1.0 1.2 1.4 1.6 1.8

R1

°1.8

°1.6

°1.4

°1.2

°1.0

°0.8

R
2

LLaMA init

R2 rewarded
(∏ = 1) RS for ∏ = 0.5

RS for ∏ = 0.7

R1 rewarded
(∏ = 0)

RS front: {(1 ° ∏) · µ1 + ∏ · µ2}∏

41Introduction DiWA Ratatouille Rewarded 
soups Conclusion

𝑅): completeness

𝑅 *
: f

ai
th

fu
ln

es
s

Summarization: completeness vs. faithfulness
Hillary Clinton email controversy
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Pareto-optimal alignment across rewards

MORL

Multi-objective RL interpolate 
the rewards a priori:

'
!

𝜇! ) 𝑅!

      Issue: cost, as 
preference variations result in 
different solutions, requiring a 

high level of granularity.

Rewarded 
soups

Interpolate the weights a 
posteriori:

'
!

𝜆! ) 𝜃!

In the paper, we theoretically 
prove the (approximated) 

Pareto-optimality of rewarded 
soups for quadratic rewards.

1.0 1.2 1.4 1.6 1.8

R1

°1.8

°1.6

°1.4

°1.2

°1.0

°0.8

R
2

LLaMA init

R2 rewarded
(µ = ∏ = 1) RS for ∏ = 0.5

MORL for µ = 0.5

R1 rewarded
(µ = ∏ = 0)

RS front: {(1 ° ∏) · µ1 + ∏ · µ2}∏

MORL front:
©
µ(1°µ)£R1+µ£R2

™
µ

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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LLaMA for 
conversational 
assistant R1

R2

R3

R4

-2.626

-2.451

-2.276

-2.604 -2.079 -1.555

-0.937

-0.712

-0.487

-2.409-1.736-1.063

LLaMA init
RL: R1

RL: R2

RL: R3

RL: R4

MORL:
PN=4

i=1 Ri/4

RS:
PN=4

i=1 µi/4

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

• Task: conversational assistant.

• Model: LLaMA-7b + Alpaca.

• Rewards: 4 OpenAssistant 
rewards from HuggingFace.

[Köpf2023] OpenAssistant Conversations - Democratizing Large Language Model Alignment.

°2.9 °2.8 °2.7 °2.6 °2.5 °2.4 °2.3 °2.2

R1

°3.2

°3.0

°2.8

°2.6

°2.4

°2.2

°2.0

°1.8

°1.6

R
2

LLaMA init

R1 rewarded

R2 rewarded

∏ = 0.5

RS front: {(1 ° ∏) · µ1 + ∏ · µ2}∏



44

Rewarded soups in multiple setups

• Image captioning.

• Image generation with 
diffusion models.

• Visual grounding.

• Visual question 
answering.

Multimodal Locomotion

• Robot continuous control.

Text

• Summarization (news, 
reddit).

• Conversational assistant.

• Technical Q&As.

• Movie review generation.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion



45

• Task: describe an image.

• Model: ExpansionNet v2 state-of-the-art 
initialization.

• Rewards: hand-engineered metrics:

§ The precision-focused BLEU,

§ The recall-focused ROUGE,

§ METEOR handling synonyms,

§ CIDEr using tf-idf.

BLEU1 and ROUGE Spider map, uniform averaging

BLEU1

BLEU4

ROUGEMETEOR

CIDEr

0.806

0.828

0.85

0.386

0.405

0.424

0.603

0.607

0.61

0.303

0.307

0.312

1.343

1.37

1.396

Pre-trained init

RL: BLEU1

RL: BLEU4

RL: ROUGE

RL: METEOR

MORL:
PN=5

i=1 Ri/5

RS:
PN=5

i=1 µi/5

Captioning with 
diverse statistical 
rewards

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

0.825 0.830 0.835 0.840 0.845 0.850

R1: BLEU1

0.604

0.605

0.606

0.607

0.608

0.609

0.610

R
2
:
R

O
U

G
E

BLEU1 rewarded

ROUGE rewarded

pre-trained init

MORL front:
©
µ(1°µ)£BLEU+µ£ROUGE

™
µ

RS front: {(1 ° ∏) · µBLEU + ∏ · µROUGE}∏
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Image generation 
with diverse RLHFs
• Task: align text-to-image generation with 

human feedback.

• Model: diffusion model with 2.2B 
parameters (same quality as Stable 
Diffusion).

• Reward: ava and café aesthetic models.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

𝜆 = 0: ava 𝜆 = 1: café𝜆 = 0.4 𝜆 = 0.6𝜆 = 0.2 𝜆 = 0.8

5.22 5.24 5.26 5.28 5.30

R1: ava

0.780

0.785

0.790

0.795

0.800

0.805

0.810

0.815

0.820

R
2
:
ca

f
e

pre-trained init

ava rewarded

cafe rewarded
µ = 0.5

∏ = 0.5

∏ = 0.1

∏ = 0.2

MORL front:
n

µ(1°µ)£Rava+µ£Rcafe

o

µ

RS front: {(1 ° ∏) · µava + ∏ · µcafe}∏
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Benefits from rewarded soups

Transparence

• Support decision-making.

• Facilitate regulation by 
non-technical committee.

• Less engineering choices.

• Value pluralism.

• Tailored for minorities.

• Less ideological 
hegemony.

Efficiency

• 1 fine-tuning per reward.

• Parallelizable

• No inference overhead.

• Iterative and continual 
alignment by updating 𝜆.

Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Fairness



Conclusion
Summary of contributions and perspectives
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1st contribution: improved fine-tuning strategies
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

foundation model

pre-trained

fine-tuning(s)
auxiliary

fine-tuning(s)

target

final model

DomainBed

OOD accuracy on
63.3 66.5 65.667.6 65.8 68.1

Vanilla

fine-tuning

Moving average,

WiSE fine-tuning
Inter-trainingDiWA Fusing

Model

ratatouille
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2nd contribution: diversity for robust ensembling

Combining diverse members as a general–purpose robustness strategy to handle train-test differences.
• distribution shifts for out-of-distribution generalization
• reward misspecification for alignment
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3rd contribution: weight averaging for efficient ensembling

Linear mode connectivity in all considered scenarios:
• various setups: supervised and reinforcement learning.
• various tasks: classification or generation. 
• various modalities: text and image.
And thus weight averaging as a scalable strategy for foundation models.

𝜃& 𝜃'
The larger the model,

the easier the weight averaging.
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4th contribution: framework for large-scale training

Promote a scalable training framework extending the foundation paradigm:
1. pre-training of foundation models.
2. parralelizable fine-tunings on various tasks. 
3. weight averaging to combine information.
4. iterate

Seed networkRandom 
network

1. Seed phase, aka standard 
pre-training

3. Weight
averaging

4. Circle back to improve the 
initialization for future tasks

2. Fine-tunings on various 
tasks
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Towards updatable machine learning

Compute 
parallelism

Embarrassingly simple 
parallelization with multiple 

independent trainings.

Open
source

ML come with risks of 
centralization, and a two-

speed research.
⟹ new collaborative 

solutions.

Data
privacy

Only share weights, data 
remain private ⟹ scalable 

federated strategy.

[Raffel2023] A Call to Build Models Like We Build Open-Source Software. ACM. 

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Towards training 
models like we build 
softwares

Key idea: networks as pieces of software, 
updatable with a GitML version control.

[Kandpal2023] Git-Theta: A Git Extension for Collaborative Development of Machine Learning Models. ICML.

Git: software engineering GitML: machine learning

Init Pre-training
Commit Fine-tuning on a task

Branch merging Weight averaging
Unit tests Evaluation on datasets

Merge conflict Weight permutation (if no connectivity)

Introduction DiWA Ratatouille Rewarded 
soups Conclusion
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Towards unified and aligned multimodal models

UniVAL: Unified Model for Image, Video, Audio and Language Tasks
Mustafa Shukor, Corentin Dancette, Alexandre Ramé, Matthieu Cord. 2023. In submission.

Which region does the text “Purple 
shirt woman” describe?

what are some guys playing in a ground?

What does the audio describe?

football

What is the complete image? Caption: Cattle 
grazing on grass near a lake surrounded by 

mountain.

a vehicle passes as people
speak followed by a siren

New tasks and modalities
(not used during pretraining)

What does the image describe?

Two large airplanes  sitting on airport runways

Video Proj
Im

age Proj
A

udio Proj
Text Proj

LM

UnIVAL

Beyond task performance: evaluating and reducing the flaws of large multimodal models with in-context learning
Mustafa Shukor, Alexandre Ramé, Corentin Dancette, Matthieu Cord. 2023. In submission.

📖

RLHF of multimodal 
models?

Flaws in multimodal 
models: 
• object hallucination,
• lack of explainability,
• etc.
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SFT ChatLLM
𝑅

Classif

A.1 Supervised 
preference FTs

𝜃),

𝜃*,

𝜃+,

𝐷

𝐷

𝐷

𝜃,

A.2 Weight
averaging

Towards more robust rewards with weight averaging

Improve the reward model with the 
tools from the OOD literature, 

such as weight averaging.

Reward modeling

RL of LLM



57Introduction DiWA Ratatouille Rewarded 
soups Conclusion

Towards fine-grained AI feedback

Problem: feedback by humans becomes inconsistent or even impossible when fine-grained.
Solution: fine-grained self-evaluation by AIs!
Consequence: towards iterated amplification with multiple fine-grained rewards.

[Bai2022] Constitutional AI: harmlessness from AI feedback.
[Wu2023] Fine-Grained Human Feedback Gives Better Rewards for Language Model Training. NeurIPS.
[Lee2023] RLAIF: Scaling reinforcement learning from human feedback with AI feedback.
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Final perspective
Introduction DiWA Ratatouille Rewarded 

soups Conclusion

How the generalization literature can help for alignment, to improve performances while mitigating ethical 
issues and safety risks.



Thank you
for your attention

© Consultator for slide aesthetics

Name Paper title Conference Year
DICE Diversity in deep ensembles via conditional redundancy adversarial estimation ICLR 2021

MixMo Mixing multiple inputs for multiple outputs via deep subnetworks ICCV 2021
Fishr Invariant gradient variances for out-of-distribution generalization ICML 2022
DiWA Diverse weight averaging for out-of-distribution generalization NeurIPS 2022

Ratatouille Recycling diverse models for out-of-distribution generalization ICML 2023
Rewarded soups Towards Pareto-optimal alignment by interpolating weights NeurIPS 2023

MixShare Towards efficient feature sharing in MIMO architectures CVPR W 2022
DyTox Transformers for continual learning with dynamic token expansion CVPR 2022

Interpolate Pre-train, fine-tune, interpolate: a three-stage strategy for generalization NeurIPS W 2022
UniVAL Unified model for image, video, audio and language tasks Submission 2023
EvALign Evaluating and reducing the flaws of LMMs with in-context-learning? Submission 2023


