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Goal: generalization under distribution shift
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How to best 
fine-tune 
foundation 
models ?

The github.com/facebookresearch/domainbed 
benchmark compares the different OOD approaches.

Key insight: ERM remained the best approach until …

[Gulrajani2021] In Search of Lost Domain Generalization. ICLR.



Weight averaging

A surprising strategy

You can’t average the weights
of non-linear networks

Average networks
in weights

Just
average networks

in weights

[Frankle2020] Linear mode connectivity and the lottery ticket hypothesis. ICML.
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Consider 𝜃! and 𝜃" two weights for a given architecture. 
If the linearly mode connectivity holds in the test-loss
landscape, then you can average them.



Weight 
averaging 
along a training 
trajectory

[Izmailov2018] Averaging Weights Leads to Wider Optima and Better Generalization. UAI.
[Cha2021] SWAD: Domain Generalization by Seeking Flat Minima. NeurIPS.

Moving average [Izmailov2018]: checkpoints collected
along a training trajectory remain linearly connected.
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Weight 
averaging from 
multiple 
trajectories

[Neyshabur2020] What is being transferred in transfer learning? NeurIPS.
[Wortsman2022] Model soups: averaging weights of multiple fine-tuned models improves accuracy without increasing inference time. ICML.
[Rame2022] DiWA: diverse weight averaging for out-of-distribution generalization. NeurIPS.

Model soups [Wortsman2022]: when fine-tuned from a 
shared pre-trained model with different hyperparams, 
weights remain linearly connected.
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Weight averaging approximates ensembling.
Thus the 3 key criteria to trade-off:

1. Averageability

The weights should remain linearly 
connected.

2. Individual 
accuracies

The weights should be individually 
accurate.

3. Diversity

The weights should be sufficiently 
diverse to reduce variance.



Era of open-source datasets and weights

huggingface.co/models/resnet-50

Key idea: recycle these weights as 
initializations for the target task.

huggingface.co/datasets



A simple strategy:

1. From a shared pre-trained network.
2. Recycle multiple fine-tunings on auxiliary tasks.
3. From these weights, launch multiple fine-tunings on the target task.
4. Average all the fine-tuned weights.

Model Ratatouille: Recycling Diverse Models for Out-of-Distribution Generalization
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Does Ratatouille meet the 3 key criteria for 
successful weight averaging ?

1. Averageability

Yes, the weights remain linearly 
connected when auxiliary tasks are 

sufficiently similar.

2. Individual 
accuracies

Yes, when the auxiliary tasks learn rich 
features, that help for the target task.

3. Diversity

Yes !! huge gain in diversity caused by 
different initialization and remains along 

fine-tuning on the target task.

[Phang2018] Sentence encoders on stilts: 
Supplementary training on intermediate 
labeleddata tasks.
[Choshen2022] Where to start? analyzing the 
potential value of intermediate models.
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New SoTA on DomainBed

• Use the other datasets from DomainBed as the auxiliary datasets.
• No inference overhead.
• No training overhead if auxiliary weights are recycled.

Algo Strategy VLCS PACS OH Terra DomainNet Avg

ERM Standard ft 78.1 85.9 69.4 50.4 44.3 65.6

Soups WA of networks 
with same inits 78.4 88.7 72.1 51.4 47.4 67.6

Inter-training Auxiliary task 77.7 89.0 69.9 46.7 44.5 65.6

Ratatouille WA of networks 
with intertrain 78.5 89.5 73.1 51.8 47.5 68.1



Data privacy 
concerns

• Only share weights,
• data are kept private
⟹	scalable federated strategy.

Updatable machine learning [Raffel2023]

Collaboration and 
open-source

Foundation models come with risk of: 
• Centralization.
• Lack of reproducibility.
• Two-speed research.
⟹	new collaborative solutions.

github.com/r-three/git-theta

[Raffel2023] A Call to Build Models Like We Build Open-Source Software. ACM. 
[Wortsman2022] lo-fi: distributed fine-tuning without communication? JMLR.

Embarrassingly 
simple parallelization

Compute parallelism [Wortsman2022]!
• Simple engineering.
• Efficiency and training time.
• No waste: leverage all runs.
• Better compute scaling laws ?



Conclusion

Thank you for your attention

• Linear mode connectivity across weights fine-tuned on different tasks

• New ratatouille strategy for out-of-distribution generalization

• Code is available: 


